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In May 2015, legislators in Nebraska made 
headlines when they overrode their gover-
nor’s veto of a bill to ban the death penalty, 
making capital punishment illegal in the 
state. Advocates for the ban argued that the 
death penalty is neither moral nor effective, 
“It’s not pro-life, it’s not limited govern-
ment, and doesn’t deter crime” (“Killing it,” 
2015). Nebraska Governor Pete Ricketts, on 
the other hand, argued that, in fact, capital 
punishment was both: “as a Catholic, I’m 
confident that [capital punishment] aligns 
with Catholic catechism and that this aligns 
with public safety” (Bellware, 2015).

What we find fascinating about debates 
like this is that the two opposing camps 
both believe they hit the rhetorical jackpot. 
Not only do both sides believe that their 
view of the death penalty has the moral high 
ground, but both also believe the evidence 
shows that their position would be most ef-

fective in improving the public good. Rather 
than recognizing the inherent moral trade-
offs that have made capital punishment 
a divisive political issue for decades in the 
United States, both sides in Nebraska’s re-
cent flare-up believe they are in a win–win 
situation, with both morality and the facts 
clearly on their side.

Scholars have long recognized individuals’ 
tendency to mold seemingly contradictory 
information about their social world into a 
coherent whole (Cooper, 2007). Moral judg-
ment, we suggest, is no different, and in this 
chapter we explore how a desire for moral 
coherence can lead to the denial of moral 
complexity and encourage people to shape 
their descriptive understanding of the world 
to fit their prescriptive understanding of it. 
Moreover, we argue that people’s tendency 
to conflate moral and practical good plays a 
crucial role in exacerbating political conflict 

How do people deal with a morally complex and contradictory 
world?

Moral judgment is an intuitive phenomenon, best understood as a 
process of implicit meaning making that often results in the denial of 
moral complexity and the shaping of descriptive beliefs to be consis‑
tent with prescriptive intuitions.
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by leading individuals and groups with dif-
fering moral values to hold differing factual 
beliefs as well.

Historical Context

Leon Festinger’s (1957) seminal volume 
on cognitive dissonance theory reflected a 
deeper Zeitgeist in psychology, recognizing 
that humans are fundamentally motivated 
to simplify and organize their social worlds 
(Abelson, 1968). Over the years, new theo-
ries have challenged, amended, or extended 
specific aspects of Festinger’s original treat-
ment (e.g., Bem, 1972; Harmon-Jones, Amo-
dio, Harmon-Jones, 2009; Simon, Snow, & 
Read, 2004; Steele, 1988), but all embrace 
the core notion that individuals strive to 
construct an internally consistent world in 
which beliefs and feelings about oneself and 
others fit together coherently.

The desire for cognitive consistency can 
motivate rational, evidence-based reason-
ing, such as when individuals adjust a gen-
eral belief based on incoming factual in-
formation relevant to that belief. But the 
popularity of cognitive consistency theories 
has flowed primarily from their prediction 
of motivated or “backward” forms of rea-
soning in which normative decision pro-
cesses are, in effect, reverse engineered to 
produce the coherent pattern of beliefs that 
people desire. Cognitive dissonance theory, 
for example, rose in prominence above its 
many theoretical competitors largely be-
cause of a series of ingenious experiments 
demonstrating how the normative process 
of attitudes guiding behavior could be re-
versed, producing counterintuitive effects 
in which behavior seemed to guide atti-
tudes instead (e.g., Aronson & Mills, 1959; 
Festinger & Carlsmith, 1959).

Research on explanatory coherence pro-
cesses explicitly incorporates this notion 
of multidirectional influence into theories 
of cognitive consistency (Read, Vanman, 
& Miller, 1997; Thagard, 2004). Drawing 
inspiration from work on neural networks 
and parallel constraint satisfaction process-
es (Simon, Pham, Le, & Holyoak, 2001), 
coherence-based models adopt a dynamic 
view of consistency seeking in which beliefs, 
feelings, goals, and actions mutually influ-
ence each other and are adjusted iteratively 

toward a point of maximal internal consis-
tency or “coherence.” That is, a coherence 
perspective depicts people as striving to 
organize and integrate available informa-
tion in a way that includes both “rational” 
bottom-up influences (e.g., adjusting conclu-
sions to fit facts) and less rational top-down 
ones (e.g., adjusting facts to fit conclusions). 
Coherence was originally conceived of in 
terms of the logical consistency between be-
lief elements, but later work has conceptu-
alized coherence more broadly, recognizing 
that people do not merely favor beliefs that 
fit together logically but are consistent at an 
affective or evaluative level as well (Simon, 
Stenstrom, & Read, 2015; Thagard, 2006).

Importantly, the idea that individuals ad-
just beliefs to maintain a coherent and com-
forting view of the world has not been lost 
on researchers interested in moral reason-
ing. Struck by people’s inclination to blame 
victims of misfortune for their own fate, 
Melvin Lerner (Lerner & Simmons, 1966; 
Lerner, 1980) traced this tendency to a core 
desire to live in a just world—a world where 
people get what they deserve and deserve 
what they get. Unfortunately, maintaining 
belief in a world of just deserts often re-
quires people to adjust attributions of blame 
and responsibility such that victims seem 
to deserve the misfortunes that befall them 
(Bieneck & Krahé, 2011; Kleinke & Meyer, 
1990; Lerner & Miller, 1978).

At a broader level, the social intuitionist 
view of moral judgment posits a similar ten-
dency to recruit beliefs that support moral 
feelings (Haidt, 2001, 2012). Building on 
the philosophy of Hume (1740/1985) and 
the psychology of Zajonc (1980), the intu-
itionist view of moral judgment argues that 
moral evaluation is not the principled affair 
envisioned in the theories of Kohlberg (1969) 
and Turiel (1983). Rather, moral evaluations 
most typically result from “gut” reactions 
that people support post hoc by recruiting 
principles consistent with their moral intu-
itions in order to explain and justify them to 
others (Haidt, Koller, & Dias, 1993).

Theoretical Stance

Our conceptualization of moral coherence 
processes builds on this prior work and can 
be described in three key assertions.
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Moral Judgments Are Subject 
to Coherence Pressures

There is little reason to assume that moral 
and nonmoral judgments involve fundamen-
tally different psychological processes. In 
particular, there is good reason to expect 
moral judgment to be highly susceptible to 
the motivated reasoning processes that have 
been well documented across a wide variety 
of social judgments (Ditto, Pizarro, & Tan-
nenbaum, 2009; Kunda, 1990). Moral judg-
ments are inherently evaluative; they are 
judgments about whether acts (and the peo-
ple who engage in them) are good (morally) 
or bad (morally). Moral reasoning is never 
value-neutral; moral judgment is moral eval-
uation. Moreover, moral evaluation is a par-
ticularly important kind of evaluation for 
both individuals and social groups. Likely 
due to the crucial role of moral evaluation in 
promoting cooperative group behavior (Fehr 
& Gächter, 2002; Haidt, 2012; Henrich 
et al., 2006), few topics inflame passions 
like questions of right and wrong, and few 
things drive our impressions of others more 
than their moral virtues and moral failings. 
In short, morality is something that people 
think about often and care about deeply 
(Hofmann, Wisneski, Brandt, & Skitka, 
2014; Skitka, Bauman, & Sargis, 2005), 
and so it should be little surprise that moral 
judgments are fertile ground for motivated, 
coherence-based reasoning.

Incoherence Is a Frequent Feature 
of Moral Evaluation

A coherent moral view is one in which the 
moral quality of actors and their acts match-
es the moral quality of the outcomes they 
produce. But the potential for moral inco-
herence is high because of two complexities 
in the relation between the morality of ac-
tors/acts and the morality of outcomes.

Complexity 1: Moral Stands

The acts people perceive as most moral are 
not always the acts that produce the best 
consequences. Classic moral dilemmas, for 
example, typically pit consequentialist in-
tuitions, in which the act that produces 
the best consequences seems most moral, 
against deontological ones, in which acts 

are judged as moral or immoral in and of 
themselves, independent of their conse-
quences. Consider the footbridge variation 
of the famous trolley dilemma. Most people 
faced with this dilemma respond that push-
ing a large man in front of an oncoming 
train is immoral, even when sacrificing this 
one life would save the lives of many others 
(Thomson, 1985). This notion that certain 
acts (and objects) are “sacred” or “protect-
ed” from normal cost–benefit calculations is 
seen by many as an essential aspect of moral 
thinking (Atran, Axelrod, & Davis, 2007; 
Baron & Spranca, 1997; Bartels & Medin, 
2007; Tetlock, 2003), and it forms the basis 
for the kinds of principled moral stands that 
people typically see as both admirable and 
inspirational, even when the outcomes they 
produce are less than ideal.

Complexity 2: Moral Culpability

Despite our preference for a morally just 
world in which only bad acts result in bad 
outcomes and bad things only happen to bad 
people, morally bad outcomes do not neces-
sarily imply either a morally culpable actor 
or a morally deserving victim. An act is only 
itself morally bad if the consequences are 
something the actor intended, caused, and 
controlled (Malle & Knobe, 1997; Shaver, 
1985). If a driver’s brakes fail, causing the 
death of an innocent pedestrian, the out-
come is tragic, but no moral shadow is cast 
upon the driver as long as the brake mal-
function is judged to be “accidental” (i.e., 
the driver did not intend, cause, or have con-
trol over the mechanical failure). Similarly, 
being struck by a runaway car should ratio-
nally have no implications for the deceased 
pedestrian’s moral status.

Coherence Pressures Shape Factual Beliefs 
to Support Moral Intuitions

How, then, do people respond to what is 
often a morally incoherent world? Over a 
half century of psychological research sug-
gests that mental conflict of this kind is 
unstable and tends to initiate cognitive pro-
cesses that resolve or minimize feelings of in-
consistency (Abelson, 1968; Festinger, 1957; 
Read et al., 1997). Interestingly, however, the 
notion that people strive to resolve feelings of 
moral conflict, just as they strive to reduce 
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other forms of cognitive inconsistency, is not 
well recognized in contemporary research 
on moral judgment. For example, in research 
involving moral dilemmas such as the foot-
bridge problem, individuals are faced with a 
no-win choice between endorsing a morally 
distasteful act (e.g., killing an innocent man) 
and rejecting that act and with it the compel-
ling logic of a favorable cost–benefit analysis 
(e.g., one casualty is better than five). The 
clear (if implicit) assumption in this research 
tradition is that individuals struggle their 
way to either a deontological or a consequen-
tialist conclusion, and then simply live with 
the unavoidable downside of their either–or 
decision (cf., Greene et al., 2004).

A coherence perspective, however, pre-
dicts instead that people should struggle to 
resolve the conflict between deontological 
and consequentialist intuitions (Ditto & Liu, 
2011). Because the implicit nature of moral 
intuitions makes them difficult to change, 
coherence pressures should operate primar-
ily to bring beliefs about the costs and bene-
fits of a given action in line with an individu-
al’s gut moral reactions. Thus, an individual 
experiencing strong moral distaste toward 
pushing an innocent man to his death might 
inflate the moral costs of that action (e.g., 
vividly imagine the pain and suffering the 
act would inflict on the individual and his 
loved ones) and minimize the moral benefits 
(e.g., reconsider the likelihood that a single 
man is actually large enough to stop the 
train from killing the others on the tracks). 
This type of “motivated consequentialism” 
(Liu & Ditto, 2013) would incline people 
toward coherent, conflict-free moral beliefs 
in which the act that feels right morally is 
also the act that produces the most favorable 
practical consequences.

A similar process should operate in judg-
ments of moral culpability. If an individual’s 
behavior results in consequences perceived 
as immoral (e.g., harm to other persons, 
animals, the environment), a coherence per-
spective predicts that observers will be most 
comfortable if they can blame that indi-
vidual for those bad consequences (i.e., the 
bad consequences did not occur randomly 
but were caused by a malevolent actor or 
a deserving target). Because moral blame 
requires that actors be held responsible for 
their behavior, coherence pressures should 
operate to adjust descriptive beliefs about 

the actor’s intentions, desires, and level of 
control in a way that supports an attribution 
of blame. Similarly, if an individual is the 
victim of bad consequences, there should be 
some desire to see that victim as deserving of 
those consequences.

Overall, a desire for coherent patterns of 
moral beliefs works to dampen down moral 
complexity and promote a morally consil-
ient worldview in which the morality of ac-
tors and acts matches the consequences they 
produce. Coherence processes often produce 
normatively appropriate judgments, such as 
evaluating acts as more moral to the extent 
that they produce morally beneficial out-
comes or attributing greater moral blame 
to actors who intend and desire morally bad 
outcomes. But they can also motivate back-
ward forms of reasoning in which descrip-
tive beliefs about the positivity or negativity 
of outcomes, or about an individual’s degree 
of intention or control over his or her behav-
ior, are altered in ways that support moral 
intuitions and motivations.

Evidence

Our own research on moral coherence pro-
cesses has focused primarily on people’s 
tendency to coordinate beliefs about the mo-
rality of acts with beliefs about the conse-
quences of those acts. An extensive literature 
on motivated judgments of culpability and 
control in moral evaluation, however, also 
supports the moral coherence perspective. In 
the following sections, we first review evi-
dence for moral coherence processes in these 
two domains before identifying several other 
moral judgment phenomena that can be sub-
sumed under the moral coherence banner.

Coherence and Consequences

In our initial studies of moral coherence, 
we sought to directly examine whether 
people tend to deny morally complex views 
of acts and their consequences and instead 
construct a reality in which moral and fac-
tual beliefs fit together. In one study (Liu 
& Ditto, 2013), we surveyed over 1,500 
participants concerning their moral beliefs 
about four controversial issues (capital pun-
ishment, embryonic stem cell research, en-
hanced interrogation, and condom educa-
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tion for high school students). We first asked 
for evaluations of the “inherent” (i.e., deon-
tological) morality of relevant policies; that 
is, to what extent an act is morally bad or 
good independent of its consequences (e.g., 
the death penalty is morally wrong even if 
it prevents violent crime). We then asked a 
series of questions assessing factual beliefs 
about the costs and benefits surrounding 
these issues (e.g., the deterrent efficacy of 
capital punishment, the likelihood of wrong-
ful convictions). Judgments across all four 
issues showed an identical pattern. Although 
moral feelings about the issues varied sub-
stantially across people, individual partici-
pants seldom experienced these controver-
sial issues as inherently dilemmic. Rather, 
a strong and consistent relation was found 
for judgments about each issue, such that the 
more an act was seen as inherently immoral, 
the more participants expected it to produce 
few benefits and substantial costs.

Other data support the robustness of this 
pattern. We have found the identical pattern 
of morality-consequences coordination in 
judgments about global warming, marijua-
na use, vegetarianism, casual sex, and same-
sex marriage. With same-sex marriage, for 
example, the more participants believed 
it was inherently morally right, the more 
they believed that legalizing same-sex mar-
riage would confer economic benefits and 
the more they disagreed that it would open 
legal avenues for other nontraditional mar-
riages, such as polygamy. The same pattern 
also holds when individuals judge artificial 
moral scenarios, such as the footbridge di-
lemma. Compared with people who believed 
that pushing the large man onto the tracks 
was morally acceptable, people who found 
it inherently immoral to sacrifice one life to 
save others also believed that sacrificing the 
man would result in a lower probability of 
success at stopping the trolley and that the 
man’s pain would be more severe (Liu & 
Ditto, 2013). What is notable about all of 
these findings is how few people acknowl-
edge a complicated moral world in which 
morally good acts can have negative trade-
offs. Instead, most of us seem to experience 
a simpler, more coherent moral world in 
which the acts we see as most moral are also 
the acts we believe yield the best outcomes.

One might argue that the findings above 
simply reflect people as good consequential-

ists, that those who see the death penalty as 
morally wrong believe it is wrong because 
they believe it has few benefits and many 
costs. In order to directly test the key moral 
coherence proposition that moral intuitions 
actually shape factual beliefs, we devised an 
experimental design in which moral intu-
itions were manipulated and their effect on 
cost–benefit beliefs examined (Liu & Ditto, 
2013). We measured participants’ moral and 
factual beliefs about capital punishment 
before and after they read an essay advo-
cating either for the inherent morality or 
inherent immorality of capital punishment. 
Importantly, the essays contained only pure-
ly deontological arguments for or against 
the death penalty, with neither essay includ-
ing any mention of capital punishment’s po-
tential costs or benefits. The essays success-
fully changed moral evaluations of capital 
punishment; those reading the anti-capital 
punishment essay came to see the death pen-
alty as more immoral, and those reading the 
pro–capital punishment essay came to see 
the death penalty as more moral. More cru-
cially, the essays also changed participants’ 
beliefs about the effectiveness of the death 
penalty, even though no information about 
effectiveness was included in the essays. As 
predicted, participants tipped toward seeing 
capital punishment as inherently immoral 
also moved toward believing that it had 
greater costs (e.g., innocents were more like-
ly to be executed) and fewer benefits (e.g., 
it was unlikely to prevent crime), whereas 
those encouraged to see capital punishment 
as inherently moral moved toward believing 
it had greater benefits and fewer costs. This 
effect is not limited to capital punishment. 
Ames and Lee (2015) found that people’s 
moral intuitions about enhanced interroga-
tions shaped their interpretations of facts. 
Participants read a scenario in which a ter-
rorist plot was foiled thanks to coerced and 
noncoerced information from an interroga-
tion. Participants who believed enhanced 
interrogations are morally acceptable also 
thought the coerced information was more 
valuable than noncoerced information.

In sum, these studies demonstrate across 
a wide variety of real and artificial moral 
dilemmas that people perceive a strong con-
nection between moral goodness and prac-
tical effectiveness and that, consistent with 
the logic of moral coherence, people alter 
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their factual beliefs about the costs and ben-
efits of actions to fit their moral evaluation 
of those actions.

Coherence and Culpability

Moral evaluations also involve descriptive 
beliefs about the extent to which actions 
are intended, caused, and controlled by the 
actor. The normative principle that people 
should receive blame only for behavior that 
they intend, cause, and control is well repre-
sented in both the legal system and the judg-
ments of everyday people (Aspinwall, Brown, 
& Tabery, 2012; Shariff et al., 2014). But a 
wealth of research demonstrates that people 
engage in the reverse inference process as 
well: When motivated to blame and punish 
others, people construct morally culpable 
agents by adjusting their descriptive beliefs 
about intention, causation, and control.

Infants as young as 6 months old attribute 
more agency for bad outcomes than for good 
ones (Hamlin & Baron, 2014), and a simi-
lar asymmetry has been found repeatedly in 
studies on adults’ attributions of intention. 
Research on the “side-effect effect,” for ex-
ample, demonstrates that incidental effects 
of identical actions are perceived as more 
intended when those side effects are mor-
ally bad (e.g., harmful to the environment) 
than when they are morally good (e.g., help-
ful to the environment; Knobe, 2003; Knobe 
& Burra, 2006; Leslie, Knobe, & Cohen, 
2006; Pettit & Knobe, 2009).

People who perform morally harmful ac-
tions are also perceived as having more con-
trol over and being more causally responsible 
for outcomes compared with those who per-
form morally ambiguous or positive actions 
(Alicke, 2000; Cushman, Knobe, & Sinnott-
Armstrong, 2008; Phillips & Knobe, 2009). 
In one clever demonstration of this effect, a 
young man involved in a traffic accident was 
seen as more causally responsible for the ac-
cident when he was rushing home to hide a 
vial of cocaine from his parents than when 
he was rushing home to hide their anniver-
sary present (Alicke, 1992).

Importantly, the desire to assign respon-
sibility for immoral actions can extend to 
the human capacity for moral responsibil-
ity in general. Clark et al. (2014) found that 
exposure to the immoral actions of others 

led people to increase not only their belief 
that those specific actions were freely chosen 
but also their belief that all of humankind is 
capable of free action. In one example, stu-
dents who believed a fellow classmate had 
cheated on an exam reported higher belief 
on a measure of free will belief than students 
not informed of a cheating incident. Even 
when people are told to assume a completely 
deterministic universe, they will absolve an 
individual of moral responsibility for mor-
ally neutral acts but insist that a person com-
mitting a morally heinous act (e.g., murder-
ing his family) is still morally responsible for 
that action (Nichols & Knobe, 2007).

In sum, research on judgments of culpa-
bility provides strong support for the opera-
tion of coherence processes in moral judg-
ment. In a coherent world, morally bad 
outcomes only result from morally bad acts, 
and people adjust their beliefs about blame, 
responsibility, and control to fit this pattern.

Additional Evidence Consistent 
with Moral Coherence

In this section we briefly review several 
other lines of research in moral psychology 
that are consistent with a moral coherence 
perspective.

Outcome Bias

Highly related to research on moral culpa-
bility is a separate literature on outcome 
bias in moral judgment (Allison, Mackie, 
& Messick, 1996; Baron & Hershey, 1988; 
Gino, Shu, & Bazerman, 2010; Mazzocco, 
Alicke, & Davis, 2004; Walster, 1966). 
People’s tendency to use the consequences of 
acts to judge their morality is both a feature 
of moral reasoning—it is the foundational 
normative principle underlying a conse-
quentialist moral ethic—and a bug—in that 
it leads to irrational patterns of judgment 
such as identical acts being evaluated dif-
ferently depending on the severity of their 
consequences. Walster (1966), for example, 
gave participants identical descriptions of a 
driver whose parked car accidentally rolled 
backward down a hill, but manipulated the 
severity of the consequences. The driver 
was judged more harshly (more careless and 
more responsible) when the very same ac-
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tion fortuitously had minor consequences 
(it hit a tree stump and dented the fender) 
than when the consequences were more 
serious (it rolled into a store, injuring two 
people). This pattern is robust (Mazzocco 
et al., 2004) and nicely demonstrates the 
kind of multidirectional influence captured 
by the coherence perspective. In our origi-
nal work on motivated cost–benefit analyses 
(Liu & Ditto, 2013), people infer the severity 
of consequences from moral evaluations of 
the action. The outcome bias shows the op-
posite pattern of influence (the morality of 
an action is inferred from the severity of its 
consequences).

Dyadic Completion

The dyadic view of morality championed 
by Gray and colleagues (Gray, Waytz, & 
Young, 2012; Gray & Wegner, 2009) posits 
a process of post hoc belief construction that 
is very similar to our broader view of moral 
coherence. Gray argues for a fundamental 
dyadic template underlying all moral judg-
ments in which one individual (the agent) 
acts in a way that intentionally harms or 
helps a second individual (the patient). If 
either component of this dyadic template is 
not readily available (i.e., there is no obvi-
ous agent or patient), people construct them 
through a process Gray calls dyadic comple-
tion. That is, exposure to harmed patients 
(e.g., victims of a natural disaster) motivates 
the construction of a culpable agent (e.g., 
God; Gray & Wegner, 2010), and exposure 
to agents or acts perceived as morally offen-
sive (e.g., masturbation) motivates the con-
struction of patients who have been harmed 
(e.g., the masturbator him- or herself; Gray, 
Schein, & Ward, 2014).

Intentional Harm

Several studies have shown that people per-
ceive intentional acts as having more ex-
treme consequences than unintentional acts 
(Ames & Fiske, 2013; Gray, 2012), a pattern 
consistent with a moral coherence perspec-
tive (the worse the actor is judged morally, 
the worse the consequences of his or her 
actions should be). People give higher dol-
lar estimates for intentional damages than 
unintentional ones (Ames & Fiske, 2013), 

and participants told that a man left a res-
taurant without paying his bill on purpose 
remembered the total bill being higher than 
did participants who were told the man did 
it by accident (Pizarro, Laney, Morris, & 
Loftus, 2006). Similarly, Gray (2012) found 
that shocks hurt less, massages seem more 
pleasurable, and candy tastes sweeter when 
the shocking, massaging, and candy giving 
is said to be well rather than ill intentioned.

Biased Assimilation

A long line of research documents people’s 
tendency to derogate factual information 
that conflicts with their moral values (e.g., 
Ames & Lee, 2015; Lord & Taylor, 2009). 
People treat scientific evidence that supports 
morally distasteful policies as less valid than 
identical evidence that supports more mor-
ally acceptable policies (e.g., Lord, Ross, & 
Lepper, 1979) and downplay the seriousness 
of issues (e.g., climate change) surround-
ing policies that clash with moral world 
views (e.g., government regulation of emis-
sion levels; Campbell & Kay, 2014; Kahan, 
Braman, Slovic, Gastil, & Cohen, 2007; 
Kahan, Jenkins-Smith, & Braman, 2011). 
When people cannot defend their moral be-
liefs by dismissing research or downplaying 
the severity of problems, they often resort 
to framing their beliefs as not amenable to 
scientific study (Friesen, Campbell, & Kay, 
2015; Munro, 2010). These strategies allow 
an individual to maintain a coherent moral 
worldview in which one’s moral beliefs are 
supported (or at least not contradicted) by 
scientific evidence.

Additional Evidence Needed to Support 
Moral Coherence

Although a wealth of research in moral 
psychology is subsumable under the label 
of moral coherence, less research has been 
done to test its predictions directly and 
specifically. In particular, additional ex-
perimental research would help to better un-
derstand the causal relation between moral 
intuitions and cost–benefit beliefs. Ideally, 
this work would examine the relation across 
multiple moral issues and various methods 
of manipulating moral intuitions and moti-
vations. Research on moral coherence could 
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also build on research examining coherence 
processes in other domains (e.g., evaluations 
of legal evidence), which has sometimes used 
experimental designs in which judgments 
are assessed at multiple time points to track 
iterative changes in belief elements over time 
(e.g., Simon et al., 2001; Simon et al., 2015), 
a key prediction of coherence-based models.

Another important focus for future re-
search should be identifying important mod-
erators and boundary conditions of moral 
coherence processes. Liu and Ditto (2013), 
for example, identified three consistent 
moderators of the relation between moral 
evaluation and factual beliefs. Greater moral 
conviction about an issue, greater self-per-
ceived knowledge about the issue, and great-
er political conservatism were all found to 
be associated with a “tighter” coordination 
between moral and factual beliefs. Identify-
ing moderators is helpful both practically (to 
understand the ecological conditions under 
which one would expect research findings to 
apply and not apply) and theoretically (mod-
erators often provide hints about the nature 
of underlying psychological processes).

Finally, moral coherence makes a number 
of interesting predictions that can be ex-
plored about everyday phenomena in which 
prescriptive and descriptive judgments might 
become intertwined. Do people judge the 
attractiveness of moral villains and moral 
exemplars differently? How about the objec-
tive humor of a morally distasteful versus 
morally neutral joke? Will people evaluate 
products from morally admirable compa-
nies as more effective (or of better quality 
generally) than identical products from com-
panies seen in a more negative moral light?

Conclusion

Morality is about hard choices. Moral de-
cisions often involve situations in which 
something bad must be done to produce 
something good, and they frequently con-
front individuals with dilemmas about doing 
the “right” thing, when doing the “wrong” 
thing would be easier or even produce a bet-
ter outcome. The moral coherence processes 
we have described explain how people make 
difficult moral choices easier by rejecting 
this complexity in favor of a simpler, more 

coherent world in which the morality of ac-
tors, acts, and outcomes align.

Moral coherence processes have both the-
oretical and practical implications. Theoret-
ically, moral coherence challenges the field’s 
prevailing hydraulic view of consequentialist 
and deontological judgment (Ditto & Liu, 
2011; Liu & Ditto, 2013). Like the intuition-
ist view of moral judgment from which it 
derives, our moral coherence view suggests 
that, rather than reasoning their way to 
moral conclusions using either deontologi-
cal or consequentialist logic, people’s moral 
justifications are guided by visceral reac-
tions about rightness or wrongness (Haidt, 
2001). As such, rather than choosing either 
a deontological or consequentialist path to a 
moral evaluation—the view endorsed either 
implicitly or explicitly by virtually all con-
temporary research in moral psychology—a 
moral coherence view suggests that people 
should be inclined to embrace any justifica-
tion that coheres with and supports their 
moral intuitions, whether that justification 
is a broad deontological principle, informa-
tion about consequences, or both. As Baron 
and Spranca (1997) cleverly noted, “people 
want to have their non-utilitarian cake and 
eat it too.” Our data confirm that people sel-
dom advocate a solely deontological position 
but, rather, support their seemingly princi-
pled views with motivated consequentialist 
crutches.

At the practical level, the desire for moral 
coherence can perturb how people ascribe 
moral culpability. One unfortunate example 
is a common tendency to see victims of rape, 
poverty, and other misfortunes as partly re-
sponsible for their own circumstances (Lern-
er, 1980; Ryan, 1971). But moral coherence 
can affect judgments about perpetrators as 
well. A wealth of research now shows that 
the more morally repugnant an act, the more 
intention and control is attributed to the per-
petrator (Alicke, 2000; Clark et al., 2014). 
This may help explain why decisions about 
whether to try young defendants as adults 
often seem more a function of the abhor-
rence of the crime than of factors related to 
their ability to comprehend and control their 
actions (Ghetti & Redlich, 2001).

Finally, moral coherence processes also 
help make sense of the immense challenges 
facing fruitful bipartisan cooperation in the 
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corrosive, hyperpartisan atmosphere of con-
temporary American politics. Liberals and 
conservatives have well-documented differ-
ences in their moral sensibilities that pres-
ent challenges to political compromise (e.g., 
Graham et al., 2013), but it often seems as 
though liberals and conservatives have dif-
ferent factual realities as well. Whether it 
is the existence of anthropogenic climate 
change, or whether capital punishment de-
ters future crime, liberals and conservatives 
often bring to the discussion their own quite 
different sets of facts. Our desire for a mor-
ally coherent world can lead to a false align-
ment of prescriptive and descriptive beliefs 
that can exacerbate conflict in morally di-
verse societies. It is difficult enough to re-
solve differences of moral opinion, but when 
differing moral beliefs affect the interpreta-
tion of science, evidence, and facts, bridging 
moral divides becomes exponentially more 
challenging.
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